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Abstract

A general queuing model having feedback, balking and reneging in serial queuing processes connected
with non-serial queuing channels with reneging and balking in random order selection for service has
been studied in the present paper. Such models are of common occurrence in the administrative setup.
The mean queue length of the model when queue discipline is first come first served is obtained for
the model. Numerical results have also been obtained with respect to different types of customer’s
behaviour. Graphs representing the mean queue length w.r.t. various parameters have been obtained.

Introduction

Various researchers including O’brien (1954), Barrer (1955) and Finch (1959) studied the
problems of serial queues in steady-state with Poisson assumption. Singh (1984) studied the problem
of serial queues introducing the concept of reneging. Singh and Singh (1994) worked on the network
of queuing processes with impatient customers. Punam, et.al (2011) found the steady-state solution of
serial queuing processes where feedback is not permitted. Satyabir, et.al (2014) obtained steady-state
solution of serial queues with feedback, balking and reneging. However there may be situations where
the serial queuing processes may be connected with non-serial queuing channels keeping the above
observations in view, we in the present paper obtained the steady-state solutions for serial queuing
processes with feedback, balking and reneging connected with non-serial queuing channels with
reneging and balking in which
(i) M-serial queuing processes with feedback, balking and reneging connected with N-non-serial
queuing channels with reneging and balking.
(i) A customer may join any channel from outside and leave the system at any stage after getting
service.
(i)  Feedback is permitted from each channel to its previous channel in serial channels.
(iv)  The customer may balk due to long queue at each serial and non-serial service channel.
(v)The impatient customer leaves both serial and non serial service channels after wait of certain time.
(vi)  The input process in serial and non-serial channels depends upon queue size and Poisson
arrivals are followed.
(vii)  Exponential service times are followed.
(viii)  The queue discipline is random selection for service.
(ix)  Waiting space is infinite.

KeyWords :
Steady-State, difference-differential, waiting space, random selection, Poisson arrivals, exponential
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1. Formulation of the Model
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The system consists of the serial queues Qj(j =1,2,3,....,M)and non-serial channels
Q,(1=1,2,3,...N) with respective servers Sj(j =1,2,3,...,M)and S;(i=123,...N).
Customers demanding different types of service arrive from outside the system in Poisson stream with
parameters A, (j=12,3,...,M) and 4;(i=123,..N) a Q;(j=123..,M) and
Q,(1=1,2,3,....N) but the sight of long queue at Qj(j=1,2,3,....M)and Q,(=123,...N)

may discourage the fresh customer from joining it and may decide not to enter the service channel at
Q;(1=123,...M) and Q;(i=1,2,3,....N) . Then the Poisson input rate at Q;(1=1,2,3,....M)

A . .
would be I where n; is the queue size of Qj(j:1,2,3,....M) and L where m, is the
n,+1 m, +1

queue size of Q,; (1=1,2,3,....N) . Further, the impatient customer joining any serial service channel
Qj(j =12.3,...., M) and non-serial channel Q,(i=1,2,3,....N) may leave the queue without
getting service after wait of certain time. Here Cini and Djmj are reneging rates at which customer

renege after a wait of time T, whenever there are n;and m; customer in the service channels Q, and

Q-

e N _ e M _
C., :LM (i =l,2,3,....|\/|)and Djmj :'u“—m (j :1,2,3,....N).Servicetime
l1-e " l1-e ™

distributions for servers Sj (j =123,... M ) and S, (i =1,2,3,....N) are mutually independent
negative exponential distribution with parameters z, (i=12,....M) and g (i =1,2,3,..N)

respectively. After the completion of service at S i the customer either leaves the system with

probability p; or joins the next channel with probability 9, or join back the previous channel
j+1
. - F; q; T; :
with probability such that p; + + =1(j=12,3,...M —1) and after the
n,,+1 n,+1 n,+1

completion of service at S,, the customer either leaves the system with probability p,, or join back

I .
the previous channel with probability M or join any queue Qli(l =12,3,..... N) with
anl

1 in H rM S in H H
robability —— (1=1,2,3,....N) such that + +» ——=1. It is bein
P 4 mi+1( ) Pu Ny +1 iz_l“mi+1 °

mentioned here that I; =0 for j =1 as there is no previous channel of the first channel.

The applications of such models are of common occurrence. For example, consider the administration
of a particular district in a particular state at the level of district head quarter consisting of Block
Development officer, Tehsildar, Sub-Divisional Magistrate, District Magistrate etc. These officers
correspond to the servers of serial channels. Education Department, Health Department, Irrigation
Department etc. connected with the last server of serial queue correspond to non-serial channels. The
people meet the officers of the district in connection with their problems. It is also a common practice
that officers call the customers (people) for hearing randomly. The senior officer may send any
customer to his junior if some information regarding the customer’s problem is lacking. Further
District Magistrate may send the customers to different departments such as Education, Health,



40 JNAO Vol. 15, Issue. 2, No.2 : 2024
Irrigation etc if there problems are related to such departments. The customer after seeing long queues
before any serial and non-serial service channel may decide not to enter the queue. It generally happens
that person becomes impatient after joining the queue and may leave the channel without getting
service.

2. Formulation of Equations:
Define: P(ny,N,,N,,....Ny 4, Ny, , My, My, M,,....M_,,My;t) = the probability that at time ‘t

there are N; customers (which may balk, renege or leave the system after being serviced or join the
next phase or join back the previous channel) waiting before S;(j=12,3,....M -1 M); m

customers(which may balk, renege or leave the system after being serviced) waiting before the severs
S;; (i =12,3,...N )

We define the operators T,., T.;, T, .., T,;..; to act upon the vectors fi=(n,,n,,N,,....N, )or

it T

(nl,nz,ng, ..... ,ni+1,ni+1—1,....,nM)
T (A)=(nyn,Ng0en, =40 +10,0y, )
Following the procedure given by Kelly [5], we write the dlfference — differential equations as

OIS A S atn ) 3+ ol ) 0, ) P2
é;,j—:P(Ti-(ﬁ),m:t) +Z(ui P, +Cipea )P (T (7). i)
+ZM nq' P(T (1), it )+Zu. P(Tipn (7). mit).

i+1 '*
+iﬂM %P(nl,nz,....nM +1T;.(h);t)

o m

X (2.1)
+Z_;fn11P(I’IT )+§( Jm +1) (n’T'j(m);t)
for ;20 (i=123,..,M), m >0(j=123..N);

1if x=#0
where 5(X)= 0 if x=0

and P(ﬁ, rﬁ;t) =0 if any of the arguments in negative.

3. Steady—State Equations:-
We write the following Steady—state equations of the queuing model by equating the time-
derivates to zero in the equation (2.1)



41 JNAO Vol. 15, Issue. 2, No.2 : 2024

éﬁ—i_:\ié‘(ni)(ﬂi +Cini )+jZN_;m?1i1+ij_;5(mi)('uli + Dimj) P(ﬁ’m)
= ii:P(Ti.(ﬁ)’m) +iMZl(/Ui P; +Cini+1)P(T'i (n)’m)
+§M n(.t P(T (1), 1) +éu. F‘_lP(T.l (A1), M)
+iﬂm %P(nlinw Ny +1’TJ (m))
J;l A j X (3.1)
2P (AT, () 2 1+ Dy P (AT ()

for n, >0 (i=1,23,...,.M), m

4. Steady-State Solutions:-
The solutions of the Steady-State equations (3.1) can be verified to be

[ A+ :Lzzrzpz )] ( n ztzlqlpl ) n ﬁ(‘srsps )
L ~ | 1 (nz +1) fuz"'Canu 1 (n1+1) M+C1n1+1 (n3+1) ,U3+C3n3+1
P(n,m):P(0,0) - - = >
' H(/“i"‘cli) 2 H(ﬂ2+czi)
i-1 i-1

A+ 0,0, 4 HaVaPy
1 (nz +1)(:U2 + C2n2+1) (n4 +1)(:“4 + C4n4+1)
" n3! n3 e

H(ﬂ3+C3i)

i=1

Ay o+ Ay 29m—2Pm -2 " Ay V' Pw 7
1 (nM—Z +1)(/JM—2 + CM—2nM,2+1) (nM +1)(/JM + CMnM+l)

1 v
H(:"M—l +Cy i )
i=1

Nyt

M my
Ay a9va1Pva J2IVEC INEV 2
A + A, + M YUm1Lm
1 { (an+l)(/’lM1+CM1an+l)J 1 [ * (ny +1) (e +CMnM+1)

1 ny,! Y m,! aut
M H(IUM +CMi) * H(/Ll11+D1j)
i=1 j=i
Ay, + Ay Am 2Pm Ay + Ay Aun Pwm
1 (ny +D(etm + Cuny, 1) 1 (N +D (e + Cny, 1) (4 1)

| m,1 ms m,, ! ™
2 I I (24, + Dy;) N I I (24n + Dy;)
j=i j=i

n=0 (i =1,2,3,....,M) , m, ZO(j :1,2,3,...N)
where



42 JNAO Vol. 15, Issue. 2, No.2 :

AN
(nz +1)(l“2 + C2n2+1)

pr=A+

0,0, " Hs1505
(n1+1)(:u’l+clnl+l) (n3 +1)(:U3 +C3n3+1)
9,0, n Halay
(nz +1)(/“2 +C2n2+1) (n4 +1)(,U4 +C4n4+1)

pPr=| 4+

(4.2)

Hy—29m—2Pwm—2 + Hy "' Pu
(nM—Z +1)(,UM—2 + CM—an,2+1) (nM +1)(ﬂM +Cyn, +1)
A 19v 1Pm1
(nM 1 +1)(/JM 4t CM—lnM,1+1)
Solving these (4.2) M-equations for p,, with the help of determinants, we get

Pu = +

Om-at4m
AnBy+ Ay Ay, +
e (nM ] +1)(,UM at CMflnM,ﬁl) v

Ouw 1Hm Au —244m 2

(anl +1)(IUM—1 + CM—lnM,l+1) | (nM—Z +1)(IUM—2 + CM—ZnM,2+1)
U aHm Uu—24m 2

(nM—l +1)(4UM—1 + CM—lnM,ﬁl) | (nM—Z +1)(IUM—2 + CM—an,2+1)

Ost43

.(ns +1)(/13 + C3n3+1) 7ot
Om-1#m 1 Ow-2Hm 2

(nM—l +1)(/UM_1 + CM—lnM_1+1) | (nM—Z +1)(,UM—2 + CM—an_2+1)

Ostts q, 4,

.(n3 +1)(ﬂ3 + C3n3+1)'(n2 +1)(/Uz + C2n2+l)
Om 14w Ow-2Hm -2

(nM—l +1)(/qul + CM71nM,1+1) . (nmfz +1)(JUM—2 + CM72nM72+1)

. Ostts . Q44 _ Gutty
(ns +1)(,U3 + C3n3+1) (nz +1)(,U2 + C2n2+l) (nl +1)(4U1 + C1n1+1)

+

A

+

A oAy 3+

Pu-

Ay, — o VEEY VY _ v Hwm Ay,
(nM—l +1)(/UM_1 + CM—lnM_1+1) (nM +1)(/1M +Cyn, +1)

(4.3)

2024
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O 1y 4 v M A
M—2

Where A, = A, ; — :
" " (nM—1+1)(IUM-1 +CM—1nM,1+1) (nM +1)(II'IM +CMnM+1)

Where
A =1
Nty
1 M+l
lu2 + C2n2+1
A2 =
Q.44
n +1
__ AT 1
M+ G
LU,
n,+1
1 -2 = 0
Hy +Cop
Q.44 44
n+1 n,+1
_ 1 = __ 3 =
A, = 1
Hy+Cyp g Hy +Cy g
Q.44
n,+1
0 -2 = 1
Hy +Cop
................................................................................. (4.4)
r2
Hy
1 _ M+l 0 0 - 0 0 0
H, +C2n2+1
0 I
H Hs
o n+l 1 g+l 7 0 - 0 0 0
H +Cln1+1 Hs +C3n3+1
9, r
Hy Hy
0 oAl 1 _n+l 0 0 0
Hy +C2n2+l Hy +C4n,,+1
Ay =| - - - - - - - - -
qM—Z I’M
0 0 0 0 - - w _M
Hy_, +Cy “2ny 41 Hy + cMnM i1
Qv 1
— Hua
0 0 0 0 - - 0 sl 1
Hy+Cy Iy g+
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Since p,, is obtained, so we can get p,, ,by putting the value of p,, in the last equation of

(4.2), py_, by putting the values of p,, ;and p,, in the last but one equation of (4,2).Continuing

in this way, we shall obtain p,, 5, Py _4»——— P35, P,and p.
Thus, we write (4.1)as under
()" (p2)" (p3)"
p(ﬁ,m)—P(f),()) il 101 i 102 i p3
n: n. nz! n, n3! N,
];[(ﬂl+C1l) ];:Tl([l’lz_'_CZI) ];[(/’l3+c3l)
nM4 nM
1 (P M—l) 1 (P M )
Ny ;! Mo | n, !Ny
) (/LlM_1+CM—1i) ];l[(ﬂM +CM|)
Joy + HyUm1Pu d, + Ky Qi 2Pm
1 (Ny +D) (et +Cyyy, 1) 1 (N +D (et +Cypy, 1)
m! m m, ! e
' [ [ +Dy) ? [ [ (w4, +Dy))
j=i j=i
) (ﬂl“ D o +1)}
1 o Y (4.5)
N H(:qu + DNj)
j=i
n=0 (i =123,....M ),mj ZO(j :1,2,3,...N)
We obtain P(@,ﬁ) from the normalizing conditions.
Y. P(A,m)=1 (4.6)

fi=0,m=0
and with the restriction that traffic intensity of each service channel of the system is less than unity.
Here it is mentioned that the customers leave the system at constant rate as long as there is a line,
provided that the customers are served in the order in which they arrive. Putting

C,=C  (i=123..M)and D;, =D; (j=123,...N)inthe steady-state solution (4.1)

then p, (i =1,2,3,.....M) will change accordingly and the steady- state solution reduces to

Gac ) [aesT | al2s) )
[ |3

(/Jll + Dl)

1

n,!

P(fi,m)=P(0,0 _Ps

,u3+C3

a

4.7)

f)

N

1
Ny !

1

[an!

Pwm
ty +Cy

Pm-
1 +Cuy
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1 P2 " 1 Pin A
| m, I\ (14, + D) my !\ (44y +Dy)

My Oy P
(ny +D (e +Cy,)
We obtain P(f),@) from (4.6) and (4.7) as

where plj:21j+ 1=12,3,...N

= =\t M y-TC-N ﬁ
(P(0.0)) :li‘l[e' He '

Thus P(fi, M) is completely determined.

5. Steady-State Marginal Probabilities
Let P(nl) be the steady-state marginal probability that there are n, units in the queue before the
first server. This is determined as

P(n)= Y YP(am)

Ny N3Ny g M=0

od]

. y n, n, My
_ Z ZP(() 6) i[ Py ] i{ P, J i[ P ] 1 [ Pua J .
My Mgy g =0 N 4 +C !\ 1, +C, N, +C, Nyt T Cuy
. 1 Pw " _ 1 Pu |2 P 2 1 Pin N
Ny '\ a4y +Cy m, ! 44, + D, m, !\ 44, + D, my ! 24y + Dy

1 e, " o)
Thus P(nl)z—l —1C e A nl >0
N\ g +4
Similarly
1 M, _ P2 )
P(n2)=— P g #2C n, >0
n, "\ u, +C,
M Pm
P(ny )= ! Pu TR n, >0
Ny '\ 2y +Cy,

Further let P(m,),P(m,),P(m,),....,P(m, )be the steady-state marginal probabilities that there
are m;,m,,m;,.....,m, customers waiting before server S;,(i=1,2,3,....,N) respectively.
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i[ Py jz i[ Ps ja 1 [ Pu jM_l
n,!\ u, +C, !\ 15+ G, My '\ g TGy
. 1 P 1 1 P2 2 1 Pin )

m, ! 24, + Dy m, !\ 44, + D, my ! 4y + Dy

1 my _ P11
— pll e th1+Dy ml > 0
m, ! 44, + D,
Similarly
BRI
P(mz): 1 P e t+D,y m2 >0
m, !\ 44, + D,
™) A
P(m, )= L P g O m, >0
my ' 24y + Dy

6. Mean Queue Length
Mean queue length before the server S, is determined by

0 0 i ~
|—1=§an znln'(yﬁcj ¢ e

n=0
t+Cy
Similarly
__ P
M, + Cz
I—M — pM
ty +Cy,
Mean queue length before the server S11 is determined as
Pr1
Ly=—H
iy + Dy
Similarly
L, =24 j=23..,N
t; + D,

Hence mean queue length of the system is

M N
L=> L+ L,
k=1 j=1
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§ Marginal § AL 5‘"“. of
. Arrival | Reneging | Service ob. of |, FYoP-of | ean quene Non- Arrival |, Prob.of Service . Reneging Mean Queue | Marginal
Serversin| ___ ate - . joining the|jon o before " - joining the| Um.Rohy,. Length before (Afcan Queue
Series rate kg rate Cyg rate py;  |joining the previsus =4 Serial rate b | cerial| TRtE Mux S(Nm=1) rate before . the servers Lensths of
hefore before before |mext server  |the server Sar| Servers be . before |SovNm server Pix &
Sar or . M ¥t 1) Server L Spn ers & SEervers ers S (Um+Cm) S, =D S Serial and
server Sy | serv server Sy | GariNy, T (NartL) La 1 servers Six . servers Six =D =pu/(ux+Dy) | Non-Serial
=par(partCagd Servers
1 12 1 14 0.0625 0 1 16 0.03 18 003726333 2 16.037263 | 0.801863167 | 1.160837762
2 14 2 15 0.04 0.03 2 15 0.04 16 004068444 3 15.049684 | 0.792088655 | 1.655083835
3 12 3 13 0.82321787 3 13 0.06 15 007452666 1 13.07432 0.817137916 | 1.640375886
4 13 1 16 0898824311 4 14 0.07 16 1 14086948 | 0.828643086 | 1.727468297
E] 16 3 17 0.837112618 5 15 0.09 17 0111788991 3 1511179 | 0.7555895 | 1.582702118
5 18 2 15 0.923368579 6 17 0.08 19 0.099363881 4 17.099369 | 0.743450821 | 1.6668194
7 17 4 18 0.81754886 7 12 0.01 15 001242111 2 12.012421 | 0.706613006
8 12 1 20 8 14 0.07 16 008894777 1 14.086948 | 0.523643986
o 21 2 2 0.0727273 | 0.0090909 e 15 0.02 21 0.02484222 4 19.024842 | 0.760993689 | 1.695011843
10 23 4 35| 0.0411763 10 20 0.05 2 0.06210 5 20062106 | 0.743040946 | 1.587676431
Alean queue length of the system = 16.00871004

8. Graphs Representing Marginal Mean Queue Length w.r.t. Various Parameters

Graph Representing Marginal Mean Queue Legth w.r.t. Arrival Rate for Different Values of Reneging Rate
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